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Abstract of the contribution: Proposes a solution for session management model.
1
Discussion

Key Issue #4 (“Session management”) contains the following study item on session management model:

-
Session management model, including: 

-
describe UE related states and high-level procedures between the UE, AN and CN for session management, including establishing, maintaining and terminating both UE non-IP connectivity and IP connectivity in the NextGen system architecture.

-
how sessions are established on-demand instead of by default when attaching to the network 

-
session connection model, including identifying user plane functionality needed to provide IP and non-IP connectivity (e.g. IP anchor, tunnelling, etc.)

-
How session management work for UEs connected via multiple accesses and via multiple connectivity, including providing multiple simultaneous traffic connectivity for the UE
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Figure 1: Session management model: Two “simple” PDU sessions
The proposed solution assumes the following session management model principles:

-
A PDU session establishment is requested by UE using UE-to-NextGen core signalling (similar to the use of NAS signalling today).

-
A PDU session establishment is requested by UE or by the NextGen core using UE-to-NextGen core signalling.

-
CP functions in the NextGen core configures the user plane path for the PDU session.
-
The user plane path in the NextGen core consists of user plane gateways (UP-GWs).

-
The number of UP-GWs for a PDU session is not limited by the specification. The reason for this is that with the use of SDN techniques the distinction between 3GPP-level nodes (such as SGW and PGW) and transport-level nodes (e.g. routers, switches) is blurred as they can all be controlled from the CP functions. It is up to CP functions to decide which node acts as IP anchor, a buffer for idle mode UEs (if needed) or as a simple switch router.

-
For UE with multiple PDU sessions there is no need for mandatory “convergence point” similar to the SGW. In other words, going out of the RAN the user plane paths of PDU sessions belonging to the same UE may be completely disjoint.

-
A user plane path is materialised as a tunnel. There is one tunnel per PDU session. The tunnel carries all traffic of a PDU session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.
-
When IPv6 is used a PDU session may be associated with one or multiple IPv6 prefixes. The latter case is referred to as multihomed PDU session and is described in Figure 2. In this case the PDU session provides access to the Data Network via two separate IP anchors. However, the two user plane paths leading to the IP anchors branch out of a common UP-GW that is configured with a common “default IP router” as described in IETF RFC 7157 “IPv6 Multihoming without Network Address Translation”. The multihomed PDU session may used to support make-before-break service continuity or cases where UE needs to access both local service (e.g. Mobile Edge Compute) and the Internet. 
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Figure 2: Multi-homed PDU session using IPv6
2
Proposal

It is proposed the text below for inclusion in TR 23.799.
####################### START TEXT FOR TR 23.799 ##########################
6.4.x
Solution 4.x  - Baseline solution for make-before-break service continuity with anchor relocation
This solution addresses the following item in Key Issue #4:
-
Session management model, including: 

-
describe UE related states and high-level procedures between the UE, AN and CN for session management, including establishing, maintaining and terminating both UE non-IP connectivity and IP connectivity in the NextGen system architecture.

-
how sessions are established on-demand instead of by default when attaching to the network 

-
session connection model, including identifying user plane functionality needed to provide IP and non-IP connectivity (e.g. IP anchor, tunnelling, etc.)

-
How session management work for UEs connected via multiple accesses and via multiple connectivity, including providing multiple simultaneous traffic connectivity for the UE

6.4.x.1
Architecture description
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Figure 6.4.x.1-1: Session management model: Two “simple” PDU sessions
The proposed solution assumes the following session management model principles:

-
A PDU session establishment is requested by UE using UE-to-NextGen core signalling (similar to the use of NAS signalling today).

-
A PDU session establishment is requested by UE or by the NextGen core using UE-to-NextGen core signalling.

-
CP functions in the NextGen core configures the user plane path for the PDU session.

-
The user plane path in the NextGen core consists of user plane gateways (UP-GWs).

-
The number of UP-GWs for a PDU session is not limited by the specification. The reason for this is that with the use of SDN techniques the distinction between 3GPP-level nodes (such as SGW and PGW) and transport-level nodes (e.g. routers, switches) is blurred as they can all be controlled from the CP functions. It is up to CP functions to decide which node acts as IP anchor, a buffer for idle mode UEs (if needed) or as a simple switch router.

-
For UE with multiple PDU sessions there is no need for mandatory “convergence point” similar to the SGW. In other words, going out of the RAN the user plane paths of PDU sessions belonging to the same UE may be completely disjoint.

-
A user plane path is materialised as a tunnel. There is one tunnel per PDU session. The tunnel carries all traffic of a PDU session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.

-
When IPv6 is used a PDU session may be associated with one or multiple IPv6 prefixes. The latter case is referred to as multihomed PDU session and is described in Figure 2. In this case the PDU session provides access to the Data Network via two separate IP anchors. However, the two user plane paths leading to the IP anchors branch out of a common UP-GW that is configured with a common “default IP router” as described in IETF RFC 7157 “IPv6 Multihoming without Network Address Translation”. The multihomed PDU session may used to support make-before-break service continuity or cases where UE needs to access both local service (e.g. Mobile Edge Compute) and the Internet. 
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Figure 6.4.x.1-2: Multi-homed PDU session using IPv6
6.4.x.2
Function description 
6.4.x.3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
####################### END TEXT FOR TR 23.799 ##########################
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